Improving the responses of the Australian community land surface model (CABLE) to seasonal drought
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[1] Correct representations of root functioning, such as root water uptake and hydraulic redistribution, are critically important for modeling the responses of vegetation to droughts and seasonal changes in soil moisture content. However, these processes are poorly represented in global land surface models. In this study, we incorporated two root functions: a root water uptake function which assumes root water uptake efficiency varies with rooting depth, and a hydraulic redistribution function into a global land surface model, CABLE. The water uptake function developed by Lai and Katul (2000) was also compared with the default one (see Wang et al., 2010) that assumes that efficiency of water uptake per unit root length is constant. Using eddy flux measurements of CO2 and water vapor fluxes at three sites experiencing different patterns of seasonal changes in soil water content, we showed that the two root functions significantly improved the agreement between the simulated fluxes of net ecosystem exchange and latent heat flux and soil moisture dynamics with those observed during the dry season while having little impact on the model simulation during the wet seasons at all three sites. Sensitivity analysis showed that varying several model parameters influencing soil water dynamics in CABLE did not significantly affect the model’s performance. We conclude that these root functions represent a valuable improvement for land surface modeling and should be implemented into CABLE and other land surface models for studying carbon and water dynamics where rainfall varies seasonally or interannually.


1. Introduction

[2] Land surface models (LSMs), as a key component of global circulation models (GCMs) for regional or global climate projections, provide the lower boundary conditions of GCMs, i.e., control the amount of available energy and its partitioning between sensible and latent heat fluxes [Shukla and Mintz, 1982; Mintz, 1984]. The latent heat flux from a land surface depends on atmospheric demand [Jarvis and McNaughton, 1986], the supply of soil water through plant roots [Cowan, 1965; Tuzet et al., 2003] and several characteristics of vegetation, including root depth and leaf area index. Under well watered conditions, the performance of several global land surface models, including the Australian community land surface model (CABLE) perform reasonably well [see Krinner et al., 2005; Wang et al., 2010; Bonan et al., 2011]. When soil water availability is limiting, however, the performance of such models is poor [see Abramowitz et al., 2007]. For example, recent studies have found that several global models predict Amazonian tropical evergreen broadleaf forests to be a carbon sink during the wet season and a carbon source during the dry season [Raich et al., 1991; Potter et al., 2001]. Observational evidence, however, shows that the actual carbon dynamics are more heterogeneous, with different sites behaving as sources and sinks at different times according to the seasonality of rainfall. Sites with little seasonality [Araújo et al., 2002; Carswell et al., 2002] show less within-year variability in C and water fluxes while sites with a strong seasonality in rainfall in the Amazon can be a carbon sink during the dry season and source during rainy periods [Saleska et al., 2003]. A study on another site in the Amazon found that the forest was a sink during the rainy season and a source...
during dry season [Vouritis et al., 2001]. Because net ecosystem carbon exchange is a small difference between two large carbon fluxes: gross primary production (GPP) and total ecosystem respiration (TER). A small change in either GPP or TER can have quite large influences on NEE.

During dry seasons of wet-dry regions (for example, African and Australian savannas), many tree species do not suffer from significant water stress as a result of one or several adaptive mechanisms: such as a dry season deciduous habit, deep rooting and/or a large capacity for osmoregulation [Eamus and Prior, 2001]. Under a given climate condition, whether plants will suffer from severe water stress during the dry seasons critically depends on rooting depth, the ability of roots to take up water from deep moist soil, and hydraulic redistribution (the ability to redistribute water from wet to dry parts of the profile [see Jackson et al., 2000]). Plant root systems show great plasticity in rooting depth and root-density distribution as a function of soil water and nutrient contents [Feddes et al., 2001]. In arid and semiarid regions, plants can have active roots at a soil depth >30 m [Canadell et al., 1996] and these deeper roots can take up more water than surface roots [Pate et al., 1995; Jackson et al., 2000; McElrone et al., 2004]. Water can also move passively from moist to dry portions of the soil through roots in the process of hydraulic redistribution (HR) [Caldwell et al., 1998; Burgess et al., 1998; Burgess et al., 2001; Bleby et al., 2010]. During dry periods, hydraulic redistribution allows water to move overnight from deep moist soil to the dry surface soil layer where plant roots are more abundant. Consequently transpiration is sustained [Richards and Caldwell, 1987]. During wet periods, water can also move down from the surface layer to deep layer via roots to minimize loss through surface runoff [Burgess et al., 1998] or evaporation. Hydraulic redistribution has been demonstrated for many plant species, including tropical and subtropical forests [Caldwell et al., 1998; Burgess et al., 1998; Oliveira et al., 2005; Bleby et al., 2010]. These mechanisms can all exert a strong influence on stomatal conductance, latent heat flux and energy partitioning, especially during the dry seasons [Lee et al., 2005; Zheng and Wang, 2007; Baker et al., 2008].

Despite extensive documentation globally, few of these processes have been incorporated into most global LSMs [Lee et al., 2005; Baker et al., 2008]. Most LSMs represent root-water uptake as a sink term in the Richards equation [Feddes et al., 2001], and root-water uptake is commonly modeled as a function of atmospheric demand and root density distribution within the soil (for example, SiB [Sellers et al., 1996; Denning et al., 1996], CLM (Community Land Model) [Dai et al., 2003; Oleson et al., 2004] and CABLE [Kowalczyk et al., 2006; Wang et al., 2010]). Rooting depth is often fixed in most land surface models for the sake of numerical efficiency, with the exception of SiB3, which was recently modified to have roots down to 10 m [Baker et al., 2008] in the soil of tropical forests. Similarly, variation of water uptake per unit root mass at different soil depths is not accounted for in most LSMs [Lai and Katul, 2000]. Hydraulic redistribution was only recently tested in CLM [see Lee et al., 2005] or SiB3 [see Baker et al., 2008] at one site, or has yet to be implemented into other LSMs.

One of most contentious issues in global change research is the projected significant loss of Amazon forest in response to drier climate conditions in the future [Cook and Vizy, 2008; Huntingford et al., 2008; Jones et al., 2009]. Observations from in situ and remote sensing did not show significant decreases in canopy transpiration and photosynthesis from wet to dry seasons in the Amazonia tropical rain forests [Saleska et al., 2003; Saleska et al., 2007]. Several global land models can’t correctly reproduce this response of tropical forests to seasonal drought [Saleska et al., 2003], including SiB, unless contribution to plant water use by deep soil water uptake or hydraulic redistribution are accounted for, as demonstrated by Baker et al. [2008]. Even for simple paradigmatic hydrological models, a contribution of deep soil moisture to evapotranspiration should be taken into account [Thompson et al., 2011]. Without consideration of these root functions in GCMs, latent heat flux may be considerably underestimated, and hence the surface climate cannot accurately be simulated by GCMs [Kleidon and Heimann, 2000].

In this study, we use CABLE to study the effects of two root functions on the simulated responses of net ecosystem carbon exchange (NEE) and latent heat flux (QLE) to dry season conditions. The first function describes water uptake at depth; the second is a hydraulic redistribution function. We compare these simulations with in situ measurements from three evergreen broadleaf forests in temperate, subtropical and tropical climates. These three forests were chosen because they are represented in CABLE as the same plant functional type and consequently they have all the same model parameter values except for canopy leaf area index. More importantly, they have very different annual totals for rainfall and their seasonal distribution of rainfall also differ. We did not modify rooting depth in CABLE, as this would reduce computing efficiency when CABLE is applied globally. The objectives of this study were (1) to quantify the effects of two different functions for water uptake by roots or hydraulic redistribution or both on the simulated soil water dynamics and NEE and QLE for the three forests; (2) to compare the simulated NEE, QLE and soil water content with in situ observations at both daily and seasonal timescales; (3) to determine how the effects of root water uptake function and hydraulic redistribution vary with other key model parameters for the simulated soil water dynamics in a forest ecosystem by CABLE; and hence (4) to investigate if tuning parameters are able to improve CABLE’s performance and finalize the essentiality of root functioning to CABLE.

2. Methods
2.1. Description of the Sites and Measurements

Three evergreen broadleaf forests from temperate, subtropical and tropical climates were selected for this study. All three forests are considered as the same plant functional type in CABLE, but have different total annual rainfall and seasonal distribution of rainfall.

The temperate forest site, Tumbarumba (AU-Tum) is located in southeast Australia (35.66°S, 148.15°E). The dominant species in the upper canopy is Eucalyptus delegatensis and E. dalrympleana while the patchy understory consists of shrubs and grasses. Mean height of the
overstorey canopy is 40 m. Total canopy leaf area index (LAI) varied between 2.3 and 3.5 [see Wang et al., 2011], with a marked seasonal variation. Climate is Mediterranean with a hot and dry summer and wet and cool winters. Mean annual rainfall is 896 mm, mean annual air temperature of 9.3°C over the study period from 2002 to 2006. The dry season is from October to March, with about 34% of annual rainfall received in these 6 months. Over the study period, the forest experienced severe drought in 2003 and 2006 [see Keith et al., 2009, 2011, for further details].

[9] The subtropical forest site, Dinghushan (CN-Dhs) is located in south China (23.17°N, 112.53°E). The dominant species include Schima superb and Cryptocarya concinna and Machilus chinensis in the upper canopy layer and Cryptocarya concinna and Machilus chinensis in the lower canopy layer. The mean height of the upper canopy layer is about 17 m. Total LAI of the forest is about 5, and remains relatively constant throughout the year [Wang et al., 2006; M. Zhang et al., 2011; Tang et al., 2011]. Climate is strongly influenced by subtropical monsoon with distinct wet and dry seasons. The mean annual air temperature is 20.4°C, mean annual solar radiation 140 W m⁻², and the mean annual rainfall is 1337 mm with only 10% of annual rainfall occurring during the dry season (October–March) over the study period 2003–2005.

[10] The tropical forest site, Tapajos National Forest km83 (BR-Sa3) is located within the Tapajos National Forest, Para, Brazil (3.02°S, 54.97°W). Dominant tree species include Couratari guianensis, Eschweilera spp., Manilkara huberi, Carapa guianensis, Sclerolobium paniculatum, Pouteria spp., Protium decandro, and Licaria guianensis [Negrón Juárez et al., 2009]. Average height of the overstorey canopy is about 35 m. The total LAI varies between 4.1 and 5.1, as estimated from MODIS measurements (LBA-MIP protocol, http://www.climatemodeling.org/lba_mip/lba_mip protocol4.0_20100309.pdf). During the study period 2001–2003, the mean annual air temperature and solar radiation were 25.9°C and 185.6 W m⁻², respectively. The mean annual total rainfall was 1659 mm with only 24% of rainfall occurring in the dry season from July to December from 2001 to 2003.

[11] At each site an eddy covariance (EC) system was installed to measure the fluxes of CO₂ and latent heat and all meteorological variables required for running the CABLE model. Eddy flux measurements from each site over the study periods here have been used previously, and more information is provided in Keith et al. [2009, 2011] and van Gorsel et al. [2007] for the AU-Tum site, M. Zhang et al. [2011] for the CN-Dhs site, and Goulden et al. [2004] and Miller et al. [2004] for the BR-Sa3 site. Estimates of monthly GPP and TER were provided by researchers from each site, except for the BR-Sa3 where monthly mean GPP and TER were digitized from a figure in Saleska et al. [2003, Figure 2b]. At the AU-Tum site, hourly GPP was calculated as the difference between hourly NEE and hourly TER. The latter was calculated using a temperature response function derived from nighttime respiration and soil temperatures [van Gorsel et al., 2008]. These estimates agree to within the 95% confidence level with respiration estimates derived from an NEE light response curve [van Gorsel et al., 2009]. At the CN-Dhs site, NEE was partitioned into GPP and TER using the method described by Reichstein et al. [2005]. Further details on flux partitioning and data quality check can be found in Yu et al. [2006]. At the BR-Sa3 site, digitized monthly mean GPP is calculated based on half-hourly values of TER-NEE. Half-hourly TER equals NEE at night and is assumed to have the same average value during the day as at night [Saleska et al., 2003].

[12] For AU-Tum, canopy LAI varies monthly and their values are taken from Wang et al. [2011]. At the CN-Dhs site, the canopy LAI is 5 [see Wang et al., 2006]. Continuous measurements of soil moisture at different depths are available at the AU-Tum and BR-Sa3 sites. At the AU-Tum site, hourly soil moisture at depths of 0–15 cm, 15–30 cm, 30–60 cm and 60–120 cm was measured using time domain reflectometry (TDR) [Zegelin and White, 1989]. These data were previously used by Keith et al. [2009]. At the BR-Sa3 site, hourly soil moisture at 10 different depths from 15 cm to 1000 cm was measured at 10 different depths from 15 cm to 1000 cm (http://daac.ornl.gov/citation_policy.html), but only measurements from 15 cm to 400 cm were used for comparison here because the total soil depth as represented in CABEL is 460 cm.

### 2.2. Model Description

[13] The Community Atmosphere-Biosphere Land Exchange, CABLE, is a global land surface model that simulates exchange of momentum, energy, water and CO₂ between the lower atmosphere and land surface [see Kowalczyk et al., 2006; Wang et al., 2010]. CABLE has been evaluated against eddy flux measurements from a range of ecosystems and its performance is comparable to other global land surface models [Abramowitz et al., 2007; Wang et al., 2007]. It has also been used to study systematic model errors [Abramowitz, 2005; Wang et al., 2010], effects of land cover change on regional climate [Cruz et al., 2010; Pitman et al., 2011], and regional water balances [H. Q. Zhang et al., 2011].

[14] A detailed description of CABLE can be found in Kowalczyk et al. [2006] and Wang et al. [2010], only some parts related to the present study are described here. In CABLE, the total latent heat flux (L) is the sum of the latent heat fluxes from the canopy (both dry and wet parts) and the soil. That is,

\[
\lambda E = (1 - f_{wet})\lambda E_{dry} + f_{wet}\lambda E_{wet} + \lambda E_s,
\]

where \(\lambda E\) is the latent heat of vaporization (J kg⁻¹), \(\lambda E_{dry}\), \(\lambda E_{wet}\), and \(\lambda E_s\) are the latent heat fluxes of dry, wet canopy, and soil in W m⁻². The canopy wet fraction, \(f_{wet}\) is calculated as a function of canopy water [see Wang et al., 2010].

#### 2.2.1. Two Root Water Extraction Functions

[15] Canopy transpiration rate from a dry canopy, \(E_{dry}\), is calculated as

\[
E_{dry} = \sum_{i=1}^{n}\min\left(1 - f_{wet},\eta_i\right) \cdot 1000(\theta_i - \theta_{wilt})/\Delta T.
\]

where \(\Delta T\) is the thickness of soil layer \(i\) in m, and \(\Delta T\) is the time step of CABLE (1800 s or 3600 s in this study), the factor 1000 is for converting soil depth from mm to mm. \(\eta_i\) and \(\theta_{wilt}\) are soil moisture content and wilting point, respectively. \(E_{dry}\) is the canopy transpiration rate when the rate of soil water supply is not limiting, and is calculated with the stomatal conductance estimated using equation (A18) of Wang et al. [2010] for sunlit and shaded leaves separately. \(\eta_i\) is the
fraction of dry canopy transpiration \((1 - f_{\text{wet}}) E_{\text{dry}}\) extracted from soil layer \(i\).

[16] Two methods are compared for estimating \(\eta_i\). In the default version of CABLE, \(\eta_i\) is calculated as

\[
\eta_i = \frac{f_{\text{root},i} \theta_i - \theta_{\text{wilt}}}{\sum_{j=1}^{n} f_{\text{root},j} \theta_j - \theta_{\text{wilt}}},
\]

where \(\theta_{\text{sat}}\) is the saturated soil moisture content, and \(f_{\text{root},i}\) is the fraction of root mass in soil layer \(i\) and is calculated by a formula proposed by Jackson et al. [1996].

[17] The alternative model for computing \(\eta_i\) is based on the root water uptake function developed by Lai and Katul [2000]. That is

\[
\eta_i = \frac{\sum_{j=1}^{n} f_{\text{root},j} \alpha_i \alpha_{j,2}}{\sum_{j=1}^{n} f_{\text{root},j} \alpha_i \alpha_{j,2}},
\]

where

\[
\alpha_{i,1} = \max \left\{ \frac{\theta_i}{\theta_{\text{sat}} - \theta_{\text{wilt}}}, \int_{z=1}^{n} \frac{\theta_i}{dz} \right\},
\]

\[
\alpha_{i,2} = \left( \frac{\theta_i - \theta_{\text{wilt}}}{\theta_{\text{sat}} - \theta_{\text{wilt}}} \right)^{\gamma} \theta_i - \theta_{\text{wilt}},
\]

where \(\gamma\) is an empirical constant, and is equal to 0.01 in this study [see Lai and Katul, 2000], \(z\) is soil layer depth.

Equation (4) must satisfy the constraint \(\sum_{j=1}^{n} \alpha_i \alpha_{j,2} dz \leq 1\).

[18] In equation (4), \(\alpha_{i,1}\) represents a maximal efficiency of water uptake by roots when root water uptake is not limited by available soil water (or \(\alpha_{i,2} = 1\)) and \(\alpha_{i,2}\) represents the decrease in root uptake efficiency with soil water, and is equal to zero when the soil water in the layer is equal to wilting point.

### 2.2.2. Hydraulic Redistribution

[19] Soil is divided into six layers in CABLE, and thickness of the six layers from the top to bottom are 2.2 cm, 5.8 cm, 40.9 cm, 108.5 cm, 287.2 cm. Change in soil water within each layer was modeled using the \(\theta\)-based Richards equation based on the Buckingham-Darcy law. That is:

\[
\frac{\partial \theta}{\partial t} = \frac{\partial q}{\partial z} = E_x + H,
\]

where \(q\) is the kinematic moisture flux \((\text{m s}^{-1})\), and positive for flux downward, \(E_x\) is the water lost from soil due to soil evaporation or root extraction \((\text{m s}^{-1})\) \((E_x = E_{\text{dry}} + E_{\text{wilt}})\), and \(H\) is the net water flux from hydraulic redistribution \((\text{m s}^{-1})\).

[20] The kinematic moisture flux, \(q\), is simulated using the Darcy’s law. That is

\[
q = -D \frac{\partial \theta}{\partial z} + K,
\]

where \(K\) is hydraulic conductivity \((\text{m s}^{-1})\), \(D\) is soil moisture diffusivity \((\text{m}^2 \text{s}^{-1})\) and is calculated as \(\frac{K \psi}{\sigma}\) where \(\psi\) is soil matrix potential in m. The relationship between \(K\) or \(\psi\) and \(\theta\) are described using the equations of van Genuchten [1980]. They are

\[
K = K_{sat} \left( \frac{\theta_i - \theta_{\text{wilt}}}{\theta_{\text{sat}} - \theta_{\text{wilt}}} \right)^{(1 - \alpha \theta_{\text{sat}})} \left( 1 - \left( \frac{\theta_i - \theta_{\text{wilt}}}{\theta_{\text{sat}} - \theta_{\text{wilt}}} \right)^{\frac{1}{n}} \right)^2,
\]

\[
\psi = \frac{1}{a} \left( \left( \frac{\theta_i - \theta_{\text{wilt}}}{\theta_{\text{sat}} - \theta_{\text{wilt}}} \right)^{\frac{1}{n}} - 1 \right)^{\frac{1}{\theta_{\text{wilt}}}},
\]

where \(K_{sat}\), \(\psi_{sat}\) are the hydraulic conductivity and soil matrix potential at saturation, respectively; \(\theta_i\) is the residual and saturated volumetric water contents \((\text{m}^3 \text{m}^{-3})\). \(v\) and \(a\) are empirical parameters that vary with soil texture. Equation (7) can be integrated numerically with the following boundary conditions:

\[
q = P - E_x \text{ at } z = 0,
\]

\[
q = c_q \theta \text{ at } z = Z,
\]

where \(P\) is precipitation \((\text{m s}^{-1})\), \(c_q\) is soil drainage coefficient and \(Z\) is the depth of the bottom soil layer (m). See Kowalczyk et al. [2006] for further details.

[21] Water flux between different soil layers from hydraulic redistribution, \(H^n\), is calculated based on two main constraints: the root density and the rhizosphere conductivity of the supplying layer. Following Ryel et al. [2002], \(H^n\) from one soil layer is calculated as

\[
H_i = C_{RT} \sum_{j=1}^{n} \left( \psi_i - \psi_j \right) \max (c_i, c_j) \frac{f_{\text{root},i} f_{\text{root},j}}{1 - f_{\text{root},X} \delta_T},
\]

where \(C_{RT}\) is the maximum radial soil-root conductance of the entire active root system for water \((\text{m MPa}^{-1} \text{s}^{-1})\), \(\psi_i\) is soil water potential \((\text{m})\) in soil layer \(i\), \(c_i\) is a factor representing the effect of soil water potential on soil-root conductance [see Ryel et al., 2002, equation (7)], \(\delta_T\) is a factor reducing water movement among layers by roots while the plant is transpiring, and is equal to 0 during day time, or 1 during nighttime, \(f_{\text{root},X} = f_{\text{root},i}\) when \(\theta_i > \theta_j\) or \(f_{\text{root},X} = f_{\text{root},j}\) otherwise. Equation (13) will allow soil water to be redistributed vertically, depending on the difference in water potential between the two calculated layers. Layers are numbered as 1 to 6 (top to down soil layers). In this study, we assumed that hydraulic redistribution does not bring water to the first soil layer where water for soil evaporation is extracted, because many superficially shallow roots die in very dry soils [Ludwig et al., 2003; Ryel et al., 2003]. Therefore soil evaporation is not affected by hydraulic redistribution.

[22] The relative soil–root conductance for water, \(c_i\) is calculated using an empirical formula [Ryel et al., 2002]

\[
c_i = \frac{1}{1 + \left( \frac{\psi_i}{\psi_0} \right)^b},
\]

where \(\psi_0\) is soil matrix potential in m.
In equation (14), \( \psi_{50} \) is the soil water potential (MPa) where conductance is reduced by 50% and \( b \) is an empirical parameter.

### 2.3. Values of Soil Physical Parameters

[23] Values of all model parameters are default values in CABLE for evergreen broadleaf forest [see Kowalczyk et al., 2006] except canopy LAI and soil physical parameters. For the AU-Tum site, values of soil texture, \( \theta_{\text{sat}} \) and wilting point \( \theta_{\text{wilt}} \) are derived from McKenzie [2004]. At the CN-Dhs site, values of soil texture, \( \theta_{\text{sat}} \) and \( \theta_{\text{wilt}} \) were obtained from the Chinese Ecological Research Network (http://www.cerndata.ac.cn), and at the BR-Sa3 site, soil texture information were taken from LBA-MPI protocol (http://www.climatemodeling.org/lba-mip/lba_mip_protocol4.0_20100309.pdf) and \( \theta_{\text{sat}} \) and \( \theta_{\text{wilt}} \) were empirically determined as the maximum and minimum observed soil moisture. Three parameters used in hydraulic redistribution model were set to \( C_{\text{RT}} = 0.097 \text{ cm MPa}^{-1} \), \( b = 3.22 \), and \( \psi_{50} = -1.0 \text{ MPa} \), following Ryel et al. [2002]. The parameters for resolving the van Genuchten equation were estimated using the Rosetta model [Schaap et al., 2001] driven from information of soil texture. All soil and hydrological parameter values were listed in Table 1.

### 2.4. Model Configuration and Sensitive Analysis

[24] Four simulations denoted as S1 to S4 were conducted to assess the effect of two different water uptake functions with or without hydraulic distributions. Default values of all model parameters except those listed in Table 1 are used in all four simulations.

[25] Because of likely strong correlations among model parameters in CABLE, similar performance of a model simulation can be achieved with different combination of model parameter values [see Wang et al., 2001, 2010]. To address this issue, we varied six model parameters within at least \( \pm 25\% \) or 0.1/10 times of the values used in S4 (CABLE with both hydraulic redistribution and alternative root water uptake function, our best performing simulation across all three sites); thus a total of twelve additional simulations were conducted for each site. They are denoted S5 to S16 (Table 2).

[26] Six model parameters that were varied for sensitivity study are \( K_{\text{sat}} \) (saturated hydraulic conductivity), \( v \) (a parameter for calculating soil water potential in the van Genuchten model, equation (10)), \( \psi_{50} \) (the soil water potential where conductance is reduced by 50% see equation (14)), \( \gamma \) (an empirical parameter in the Lai and Katul [2000] root-water uptake model, see equation (6)), \( C_{\text{RT}} \) (in equation (13)) and \( b \) (in equation (14)).

[27] To further study the implications of the modified CABLE model on global simulations, we conducted two further simulations: one the simulation (S17) used the default values for all vegetation and soil parameters from the parameter look-up tables [see Kowalczyk et al., 2006] and another simulation used the default values as S17 but included Lai and Katul’s root water uptake function [Lai and Katul, 2000] and hydraulic redistribution model [Ryel et al., 2002] (noted as S18 in Table 2).

### 2.5. Mathematical Indices for Model’s Performance

[28] We used three indices to evaluate the agreement between model simulation and observations. They are: agreement index \( d \), root mean square error (RMSE), and the correlation coefficient \( R \) of the linear regression between the observed and simulated fluxes. Following Willmott [1981], the agreement index, \( d \) is calculated as:

\[
d = 1 - \frac{\sum_{j=1}^{N} (P_j - O_j)^2}{\sum_{j=1}^{N} (|P_j - \bar{O}| + |O_j - \bar{O}|)^2},
\]

where \( \bar{O} \) is the mean of observed flux, \( O_j \) and \( P_j \) are the observed and modeled fluxes at time step \( j \), and \( N \) is the total number of observations. \( d \) varies between 0 and 1. A value of 1 indicates a perfect match, and 0 indicates no agreement at all.

[29] RMSE is calculated as:

\[
\text{RMSE} = \sqrt{\frac{\sum_{j=1}^{N} (P_j - O_j)^2}{N - 1}}.
\]

The smaller the value of RMSE, the better the agreement between the predictions and measurements is.

### Table 1. Parameters of the Three Study Sites

<table>
<thead>
<tr>
<th>Site</th>
<th>LA Thuale Code</th>
<th>Silt (%)</th>
<th>Clay (%)</th>
<th>Sand (%)</th>
<th>( \theta_{\text{wilt}} ) (m (^3) m(^{-3}))</th>
<th>( \theta_{\text{sat}} ) (m (^3) m(^{-3}))</th>
<th>( \theta_{r} ) (m (^3) m(^{-3}))</th>
<th>( K_{\text{sat}} ) (m (s))</th>
<th>( \alpha ) (m)</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumbarumba</td>
<td>AU-Tum</td>
<td>33</td>
<td>30</td>
<td>37</td>
<td>0.10</td>
<td>0.38</td>
<td>0.08</td>
<td>6.8e-7</td>
<td>0.014</td>
<td>1.403</td>
</tr>
<tr>
<td>Dinghushan</td>
<td>CN-Dhs</td>
<td>48</td>
<td>15</td>
<td>37</td>
<td>0.13</td>
<td>0.42</td>
<td>0.05</td>
<td>2.5e-6</td>
<td>0.007</td>
<td>1.582</td>
</tr>
<tr>
<td>Tapajos National Forest</td>
<td>BR-Sa3</td>
<td>2</td>
<td>80</td>
<td>18</td>
<td>0.44*</td>
<td>0.60*</td>
<td>0.10</td>
<td>1.7e-6</td>
<td>0.021</td>
<td>1.137</td>
</tr>
</tbody>
</table>

### Table 2. Definitions of Simulations S1–S18

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Full Name</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Default with described soil and vegetation parameter</td>
<td>Wang et al. [2010]</td>
</tr>
<tr>
<td>S2</td>
<td>S1+ hydraulic redistribution (HR)</td>
<td>Ryel et al. [2002]</td>
</tr>
<tr>
<td>S3</td>
<td>S1+ alternative root water uptake</td>
<td>Lai and Katul [2000]</td>
</tr>
<tr>
<td>S4</td>
<td>S3+ HR</td>
<td>Ryel et al. [2002]</td>
</tr>
<tr>
<td>S5</td>
<td>S4, 10 ( K_{\text{sat}} )</td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td>S4, 0.1 ( K_{\text{sat}} )</td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td>S4, 1.25 ( \psi_{50} )</td>
<td></td>
</tr>
<tr>
<td>S8</td>
<td>S4, 0.75 ( \psi_{50} )</td>
<td></td>
</tr>
<tr>
<td>S9</td>
<td>S4, 0.75 ( \psi_{50} )</td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td>S4, 1.25 ( \psi_{50} )</td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>S4, 10 ( \gamma )</td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td>S4, 0.1 ( \gamma )</td>
<td></td>
</tr>
<tr>
<td>S13</td>
<td>S4, 1.25 ( C_{\text{RT}} )</td>
<td></td>
</tr>
<tr>
<td>S14</td>
<td>S4, 0.75 ( C_{\text{RT}} )</td>
<td></td>
</tr>
<tr>
<td>S15</td>
<td>S4, 1.25 ( b )</td>
<td></td>
</tr>
<tr>
<td>S16</td>
<td>S4, 0.75 ( b )</td>
<td></td>
</tr>
<tr>
<td>S17</td>
<td>Default values used for all soil and vegetation parameters</td>
<td></td>
</tr>
<tr>
<td>S18</td>
<td>S17 + alternative root water uptake + HR</td>
<td></td>
</tr>
</tbody>
</table>
\[ R = \frac{\sum_{j=1}^{N} (O - \bar{O})(P - \bar{P})}{\sqrt{\sum_{j=1}^{N} (O - \bar{O})^2 \sum_{j=1}^{N} (P - \bar{P})^2}}. \] (17)

The agreement index provides an overall assessment between model simulations and observations, and RMSE provides an estimate of the absolute bias in the model simulation; and complements \( R \), the model simulations agree perfectly with observations only when RMSE = 0 and \( R = 1 \). The linear regression coefficients, the slope (\( b_s \)) and the intercept (\( b_0 \)) are also used to justify the model’s performance.

3. Results

Incoming shortwave radiation, rainfall and air temperature are three major environmental drivers of NEE and \( Q_{LE} \), which vary seasonally (see Figure 1). Mean annual rainfall over the study period was highest at CN-Dhs, about twice as much as that at AU-Tum. All three sites have a distinct dry and wet season. The dry season is warmer than the wet season at AU-Tum, but cooler at CN-Dhs. The seasonal variation of monthly air temperature is quite small (<2°C) at the BR-Sa3 site. These differences in the three major environmental drivers have resulted in significantly different local climates and hence responses of NEE and \( Q_{LE} \) to seasonal drought. All three sites are considered to be evergreen broadleaf forests in CABLE and therefore have the same parameter values unless specified otherwise. In situ observations from these three sites provide a good test of whether the alternative root water uptake function and hydraulic redistribution have similar effects on the CABLE simulations.

In this study we compared the simulated responses of NEE and \( Q_{LE} \) of three evergreen broadleaf forests to seasonal drought using CABLE with four different configurations (see Table 2). Figure 2 shows the mean diurnal fluxes of \( Q_{LE} \) and NEE for wet (April) and dry (October) months at the BR-Sa3 site, where the difference between monthly precipitation in the wet and dry seasons is largest (302 mm in April versus 33 mm in October) among the three sites. The four simulations, S1–S4, did not differ from each other during wet season and the model agreed well with observations for both \( Q_{LE} \) and NEE (Figures 2a and 2c). During dry season, S1–S3 obviously underestimated daytime \( Q_{LE} \) by a large fraction (typically over 50% around noon time) and significantly underestimated the rate of carbon uptake during daytime. In contrast, S4 performed well and produced the closest agreement to the observations among the four simulations. Moreover, only S4 was able to reproduce the large amplitudes and the peak values of the observed fluxes of both \( Q_{LE} \) and NEE.

At seasonal scales, simulation S4 reproduced the observed seasonal patterns of NEE and \( Q_{LE} \) (Figure 3) best among all four simulations. At the AU-Tum site, the seasonal pattern of NEE was captured well by S4. S1 to S3 predicted much more carbon release than was observed during the dry season. During the wet season, differences
among four simulations S1–S4 were small and all agreed well with observed NEE (Figure 3a). Similarly, all simulations S1–S4 reproduced $Q_{\text{LE}}$ reasonably well during wet seasons, but S1–S3 underestimated $Q_{\text{LE}}$ during dry seasons. However, that underestimation was significantly reduced in S4 (Figure 3b). At the CN-Dhs site, differences in the simulated NEE or $Q_{\text{LE}}$ were small among the four simulations, and all agreed well with observations (Figures 3c and 3d). At the BR-Sa3 site where variation of monthly precipitation within a year was largest among the three sites, the performance of four different model simulation was similar and the differences in the simulated mean daily NEE or $Q_{\text{LE}}$ were small among all four simulations during the wet season, but were larger in the simulated daily NEE or $Q_{\text{LE}}$ during the dry season. Only S4 reproduced the seasonal patterns of NEE and $Q_{\text{LE}}$ at the BR-Sa3 site well, while simulations S1–S3 significantly overestimated daily NEE and underestimated $Q_{\text{LE}}$ during dry season at this site (Figure 3f).

Figure 4 shows that while there was reasonably good agreement between observed and modeled monthly NEE and $Q_{\text{LE}}$ by CABLE using the described soil and vegetation parameter values (S1) at the CN-Dhs site, there was only poor agreement at the other two sites. At the CN-Dhs site, there were very small differences between S1–S4. The main reason was that both solar radiation and temperature (Figure 1b) were relatively low during dry seasons and the CN-Dhs forests may not suffer significant water stress. Both S1 and S2 greatly overestimated the carbon efflux and underestimated $Q_{\text{LE}}$ during the dry seasons at BR-Sa3. S1, S2, and S3 all predicted a rapid increase in the carbon emission and decrease in $Q_{\text{LE}}$ at AU-Tum during the dry season. Including hydraulic redistribution alone (as in S2) in CABLE generally slightly reduced the biases in simulated NEE and $Q_{\text{LE}}$ for both BR-Sa3 and AU-Tum, as compared with S1, but the biases in both fluxes still remain quite large (see Table 3). When the alternative function for simulating root water uptake, as developed by Lai and Katul [2000] was used, (S3), the simulated NEE and $Q_{\text{LE}}$ agreed much better with the observational data at the BR-Sa3 site during the dry seasons, but even worse than S1 at the AU-Tum site. When both hydraulic redistribution and the root water uptake function by Lai and Katul [2000] were used in CABLE (S4), the agreement between the modeled and observed NEE and $Q_{\text{LE}}$ was greatly improved and agreed with observed fluxes best among all four simulations. The improvement in three measures of model performance from S4 was generally better for $Q_{\text{LE}}$ than for NEE, particularly at BR-Sa3, as supported by the highest values of $R^2$ and $d$ and smallest RMSE (Table 3). Analysis of a linear regression between the modeled and observed fluxes showed that improved performance of simulation has resulted in the slope being much closer to 1 than other simulations and the effect on the intercept was not significant (see Table 3).

Either hydraulic redistribution or root water uptake can strongly influence plant responses to seasonal droughts at the AU-Tum and BR-Sa3 sites, but why are both modifications necessary for best performance of model simulations? We compared the observed (in situ) changes in soil moisture with those simulated by CABLE at AU-Tum and BR-Sa3. As shown in Figure 5 for the AU-Tum site, all four
Figure 3. Difference among the simulated mean daily values of (left) NEE and (right) Q_{LE} over the year with four model simulations: S1 (green), S2 (red), S3 (blue), and S4 (black). The cross represents the observed values, and shaded areas represent the dry season. Model simulations S1–S4 are defined in Table 2.

Figure 4. Comparison between measured (circle) monthly mean (left) NEE and (right) Q_{LE} at the three sites and the simulated values with four model simulations: S1 (green), S2 (red), S3 (blue), and S4 (black). Shaded area indicates dry season. The x axis is month of year.
Flux Measurements at the Three Study Sites During Wet and Dry Seasons in Simulations S1–S4

<table>
<thead>
<tr>
<th>Index</th>
<th>Site Code</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>AU-Tum</td>
<td>0.92</td>
<td>0.94</td>
<td>0.91</td>
<td>0.94</td>
<td>0.87</td>
<td>0.91</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td>RMSE</td>
<td>AU-Tum</td>
<td>3.07</td>
<td>3.07</td>
<td>3.07</td>
<td>3.07</td>
<td>5.48</td>
<td>5.48</td>
<td>5.48</td>
<td>5.48</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>4.81</td>
<td>4.81</td>
<td>4.81</td>
<td>4.81</td>
<td>2.47</td>
<td>2.47</td>
<td>2.47</td>
<td>2.47</td>
</tr>
<tr>
<td>$R^2$</td>
<td>AU-Tum</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>$b_o$</td>
<td>AU-Tum</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.65</td>
<td>0.65</td>
<td>0.64</td>
<td>0.64</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>$b_o$</td>
<td>AU-Tum</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
<td>1.13</td>
<td>1.13</td>
<td>1.13</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Net Ecosystem Exchange (NEE)

<table>
<thead>
<tr>
<th>Index</th>
<th>Site Code</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>AU-Tum</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>RMSE</td>
<td>AU-Tum</td>
<td>39.63</td>
<td>39.63</td>
<td>39.63</td>
<td>39.63</td>
<td>41.72</td>
<td>41.72</td>
<td>41.72</td>
<td>41.72</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>67.87</td>
<td>67.87</td>
<td>67.87</td>
<td>67.87</td>
<td>74.01</td>
<td>74.01</td>
<td>74.01</td>
<td>74.01</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>85.58</td>
<td>85.58</td>
<td>85.58</td>
<td>85.58</td>
<td>110.87</td>
<td>110.87</td>
<td>110.87</td>
<td>110.87</td>
</tr>
<tr>
<td>$R^2$</td>
<td>AU-Tum</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>$b_o$</td>
<td>AU-Tum</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>$b_o$</td>
<td>AU-Tum</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>20.02</td>
<td>20.02</td>
<td>20.02</td>
<td>20.02</td>
</tr>
<tr>
<td></td>
<td>CN-Dhs</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td></td>
<td>BR-Sa3</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
<td>15.73</td>
</tr>
</tbody>
</table>

Latent Heat Transfer ($Q_{LE}$)

simulation (S1–S4) reproduced temporal variation of soil moisture reasonably well in the 15 cm soil, and only the two simulations with hydraulic redistribution (S2 and S4) performed better than the other two simulations (S1 and S3) in the soil layer between 15 cm and 30 cm deep. For two deeper soil layers, the CABLE simulation with Lai and Katul’s root water uptake function (S3) performed better than other three simulations for soil moisture at a depth between 30 cm and 60 cm, but quite poor for the layer between 60 cm and 120 cm. Overall, S3 underestimated soil moisture but S4 overestimated for the two deep soil layers at AU-Tum site. At the BR-Sa3 site, the performance of four model simulations against the observed soil moisture varied with time and soil depth greatly (Figure 6). Overall S1 overestimated and S3 underestimated soil moisture at deep layers (between 120 cm to 350 cm), as compared with the observed.

[37] Differences in soil moisture content among different simulations can also be understood by comparing two different functions of root water extraction (see Figure 7). At any specific soil water content between wilting point and saturation, the value of η as calculated by the function of Lai and Katul [2000] was higher than that calculated by the default function in CABLE (Figure 7) when soil water content was low. During the dry seasons, deep soil layers were wetter than surface layers and their contribution to canopy transpiration as calculated using the function of Lai and Katul [2000] was larger than that using the default function in CABLE. As shown in Figure 5d and Figures 6d and 6e, the overestimation of deep soil moisture in S1 was much reduced in S3, and was further reduced when hydraulic redistribution was also included, as in S4.

[38] When the simulated seasonal variations of soil moisture at different depths were compared (see Figures 5 and 6), we found that the simulations with hydraulic redistribution (S2 and S4) generated much higher soil moisture content for the top 120 cm soil at AUS-Tum and the top 350 cm of soil at the BR-Sa3 site. Consequently the effect of reduced precipitation on NEE and $Q_{LE}$ as simulated in S2 and S4 was much smaller than those in S1 and S3, respectively. Therefore hydraulic redistribution helped the ecosystem to remain physiologically active throughout the dry season. Without hydraulic redistribution, CABLE is not able to capture correctly seasonal variations of NEE and $Q_{LE}$ at both AUS-Tum and BR-Sa3 sites.

[39] Because NEE is the small difference between two large fluxes, gross primary production (GPP) and terrestrial ecosystem respiration (TER), a small error in either GPP or TER can result in large errors in NEE. While the differences in the simulated monthly NEE by all four simulations (S1–S4) were small at the CN-Dhs site, they are significant at the AUS-Tum and BR-Sa3 site, particularly during dry seasons. Figure 8a shows that the simulated GPP in S4 agreed most closely with the estimates from observations for all three sites, and the errors in the simulated NEE largely result from the errors in the simulated TER at the AU-Tum site. Neither hydraulic redistribution nor the alternative root
Figure 5. Comparison between monthly mean volumetric soil moisture (m$^3$ m$^{-3}$) for each of four model simulations (S1 (green), S2 (red), S3 (blue), and S4 (black)) and the observed volumetric soil moisture content (m$^3$ m$^{-3}$, filled circle) at the AU-Tum site. The x axis is month of year. Data for 2002–2006 are presented.

Figure 6. Comparison between monthly mean volumetric soil moisture (m$^3$ m$^{-3}$) for each of four model simulations (S1 (green), S2 (red), S3 (blue), and S4 (black)) and the observed volumetric soil moisture content (m$^3$ m$^{-3}$, filled circle) at the BR-Sa3 site. The x axis is month of year. Data for 2002–2003 are presented.
water uptake function significantly impacted simulated TER (see Figure 8b). CABLE simulations S1–S3 overestimated carbon release during the dry seasons at the AU-Tum site, largely as a result of underestimation of GPP by S1–S3. At CN-Dhs, the errors in simulated GPP and TER were relatively small, differences among four different simulations were also relatively small (<1 \(\mu\)mol m\(^{-2}\) s\(^{-1}\)) (Figures 8c and 8d). At the BR-Sa3 site, all simulations showed a decrease in TER from wet to dry seasons, but S4 agreed best with the measurements (Figure 8f). For GPP, only simulation S4 produced a small increase from wet to dry season. As a result, only simulation S4 predicted a larger carbon uptake during dry seasons than during wet season, which agreed well with the observed GPP (Figure 8e). The underlying reasons for a better agreement between S4 and the estimates of GPP from observations are related to the more efficient extraction of deep soil water by plants using the Lai and Katul’s function than the default function in CABLE and

![Figure 7](image1)

**Figure 7.** Value of \(\eta\) at different soil moisture contents as calculated using (a) the default function (equation (3)) or (b) the function developed by Lai and Katul [2000] (equation (4)). \(\eta\) was calculated with \(\theta_{\text{wil}} = 0.08\), \(\theta_{\text{sat}} = 0.36\), and \(\gamma = 0.01\). Same soil moisture content was assumed for all soil layers.
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**Figure 8.** Comparison between the measured (circle) and simulated monthly mean (left) gross primary production (GPP) and (right) terrestrial ecosystem respiration (TER) at the three sites with four model simulations: S1 (green), S2 (red), S3 (blue), and S4 (black). Vertical bar in Figures 8e and 8f indicates error bar averaged for the three-year data. Shaded area indicates dry season. The x axis is month of year.
higher soil moisture as simulated by including hydraulic distribution (see Figure 6). As a result, simulation S4 correctly improved the simulated seasonal variations of $Q_{LE}$, GPP and TER, and better agreements with the observed NEE, as compared with other three model simulations.

Values of some model parameters listed in Table 1 are site-specific, and are different from the default values as used in CABLE for global simulations. To assess how well CABLE will perform if default values from the parameter look-up tables [see Kowalczyk et al., 2006] are used, two additional simulations (S17 and S18) were compared with the simulations with described soil and vegetation parameters S1 and S4 and the observed fluxes (see Figure 9). The results showed that the CABLE with all default soil and vegetation parameter values from look-up tables (S17) significantly underestimated $Q_{LE}$ during the dry seasons at the BR-Sa3 site and some years at the Tum site, similar to that shown by S1. Simulation S17 differed slightly from S1, and the difference between them can be explained by the soil and vegetation parameters. Accounting for Lai and Katul’s root water uptake function and hydraulic redistribution into S17 (S18) improved dry season $Q_{LE}$, and compared favorably with the observed $Q_{LE}$ and the simulation S4 which was driven by more accurate site specific parameters.

4. Sensitivity Analysis

As compared with S4, all model performance indices for more than 9 out of 12 simulations from S5 to S16 were relatively similar to S4. At the AU-Tum site, only the simulation with decreased value of $v$ by 25% (S8) caused a significant decrease in the model’s performance, as measured by RMSE, $R^2$ and $d$ index (Figure 10). Varying those six parameters with more than ±25% or 10 times of their values had no significant effects on the three statistical indices at the CN-Dhs site. At the BR-Sa3 site, except for S8, increased $g$ and decreased $K_{sat}$ by 10 times (S11 and S6, respectively) resulted in significant negative effects on the model’s performance (Figure 10). The possible reason of the decreased model performance is that the parameters used in the S8, S11, and S6 simulation were out of the ranges of theirselves’ reasonable values. These sensitive analysis results demonstrated that the improvement in model performance observed in S4 was not significantly affected by the values of the six parameters in CABLE, further justifying the significance of the two root functioning to the CABLE model.

5. Discussion

In this study, we tested the effects of an alternative functional description of root water uptake and a hydraulic redistribution function in CABLE on the modeled responses of NEE and $Q_{LE}$ to seasonality of rainfall at three evergreen broadleaf forests. The alternative function of root water uptake allows roots to extract water more efficiently per unit root mass in the deep and moist soil; the hydraulic redistribution function moves water passively through roots from the deep moist soil to dry surface soil layers for subsequent root uptake during the dry seasons. The agreement between the simulated NEE and $Q_{LE}$ and observations at diurnal or
seasonal scales were similar and good for all four simulation with or without these two root functions during the wet season. This suggests that modifying the model’s root water uptake function and (or) incorporating hydraulic redistribution into the model does not impact the model’s performance when soil moisture is readily available during the wet season. Most biases in the simulated NEE during the wet season at all three sites result from errors in the simulated ecosystem respiration by CABLE, as also found for other land surface models [Baker et al., 2008; Li et al., 2011]. During dry seasons, however, the performances of the default CABLE and the other two configurations with either modification of an alternative root water uptake function or a hydraulic redistribution function were much poorer than the simulations including both revised root functions (as in S4). This is supported by a number model performance measures used in this study.

[43] We have further demonstrated here why both mechanisms (efficient water uptake at depth and hydraulic redistribution) were needed in CABLE in order to reproduce the observed seasonal changes in NEE and $Q_{LE}$ from wet to dry seasons at two of the three sites. At the CN-Dhs site, we found that the estimated water deficit (approximately defined as the difference between monthly rainfall and actual evapotranspiration) was minimal during the study (see Figure 11b), and the differences in the simulated NEE or $Q_{LE}$ were relatively small among different simulations (S1 to S4), except for $Q_{LE}$ during the dry seasons when the simulated $Q_{LE}$ by S4 agreed slightly better than the other three simulations with the observed flux values (see Figure 4d). We calculated the contribution to modeled $Q_{LE}$ from hydraulic redistribution and alternative root water uptake function as the difference in the simulated $Q_{LE}$ between simulations S4 and S1, and found that that contribution was as high as over 70 mm per month during the dry seasons at AU-Tum and BR-Sa3, and was significantly and negatively correlated with the calculated water deficit at the two sites (see Figure 11). Over the study period, we estimated that the contributions to annual $Q_{LE}$ were 23%, 3%, and 21% from hydraulic redistribution alone, or 27% (or 189 mm yr$^{-1}$), 6% (or 33 mm yr$^{-1}$), and 26% (or 315 mm yr$^{-1}$) when both hydraulic redistribution and alternative root water uptake was included during the study period at AU-Tum, CN-Dhs and BR-Sa3, respectively. These estimates agree well with the estimated contribution of 19% to 40% from previous studies for other ecosystems [see Dawson, 1996; Ryel et al., 2002]. However, it has recently been argued that this estimate (19%–40%) contributed by deep roots may be an overestimate, in agreement with our findings of a 3%–27% contribution [see Markewitz et al., 2010; Neumann and Cardon, 2012].

[44] Comparison of the annual totals for NEE, $Q_{LE}$, GPP and TER between observations and different CABLE simulations show that the overall agreement with the estimated fluxes from eddy flux towers is best for S4 at all three sites, especially for evapotranspiration (Figure 12).

[45] As shown in Saleska et al. [2003], many global models simulate the Amazonian tropical forests as being a carbon sink during the wet season and a carbon source during the dry season, contrary to field observations. As shown by Baker et al. [2008] using SiB3, a combination of several mechanisms including the two we applied here, is required to correctly represent the response of carbon fluxes to seasonal drought at the BR-Sa3 site. For the sake of numerical efficiency, and in contrast to the simulations of Baker et al. [2008], we did not extend our rooting depths in CABLE to 10 m soil, as that will involve substantial change of model code structure, and retained the default soil depth in CABLE of 4.6 m. The contribution to total canopy transpiration of soil water stored below 4.6 m may be significant [Nepstad...
Cook et al., 1998; Davidson et al., 2011], but needs to be explored further.

By analyzing the sensitivity of model performance to different values of six key model parameters, we showed that the improvement on model simulation performance at two of the three sites from including two root functions into CABLE was largely independent of the values of those six model parameter within reasonable ranges. Therefore same parameters values for the two root functions can be applied in CABLE to all three sites from temperate, subtropical and tropical climate conditions. This is further supported by the improvement in the CABLE performance when the two root functions were used in CABLE with values of all model parameters being set to their default values. These results from this study strongly encourage us to implement the two root functions into CABLE for further evaluation in the future.

Figure 11. Relationship between water deficit (approximately defined as the difference between monthly rainfall and actual evapotranspiration) and increased evapotranspiration by integrating both hydraulic redistribution and alternative root water uptake function. $R^2$ and $p$ are the square of linear correlation and p-value of significance between increased evapotranspiration and water deficit when water deficit values are negative.

Figure 12. Comparisons of annual flux variables between observations and four simulations. ET is evapotranspiration; simulations S1–S4 are defined in Table 2.

6. Conclusions

The following conclusions can be drawn from this study:

1. The alternative function for root water uptake will allow roots in deep soil to take up water more efficiently per unit root mass, and hydraulic redistribution will move water passively via roots from deep moist soil to dry surface soil for subsequent uptake. Both mechanisms are needed in CABLE for simulating the seasonal responses of NEE and $Q_{LE}$ to drought at two of the three forests;

2. The effects of those two mechanisms on the modeled responses to seasonal drought are not significantly affected by the values of other model parameters influencing...
soil water dynamics in those three forests. Therefore both mechanisms can be implemented into CABLE for regional or global studies of carbon and water dynamics.
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